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Abstract

The aim of this paper is to determine the optimal structure of a weather bond, i.e. a bond whose coupons depend on the occurrence of a weather event. The stress is put more on the structuration than on the simple pricing of the bond. Therefore, instead of looking only at the bond issue, we consider it as a part of a more general transaction, involving three agents: a firm, which wants to be hedged against its weather risk, an investor, which buys the bond and a bank, which has an intermediary key role. Then, we derive the optimal characteristics of the whole transaction. But the bond structure which is obtained, corresponds to a minimal structure: indeed, only the bond optimal price function and its optimal reimbursement level (amount which is paid back when an event occurs) can be determined while there is a degree of freedom in the choice of the optimal coupon. Therefore, this indeterminacy may be interpreted as a marketing tool and it could play an important role in the negotiation process between the issuer and the investor.
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1. Introduction

Since 1997 the United States has witnessed the arrival of a new breed of financial assets: weather derivatives. They allow firms to manage the climatic risk which disturbs their activities and may notably entail a variability of earnings and costs.

These new but illiquid instruments have a structure which is relatively standard: they are options, swaps or bonds. They depend, however, on the evolution of very particular underlying assets since they are related to the weather (temperature, precipitation, wind...). These assets are not quoted on markets and are not replicable. Therefore, a standard risk-neutral point of view is not well-suited and the weather derivatives’ market can be considered as “a complete” in the sense that only derivatives are traded on it.

Another particularity of these products is the problem of their classification (see Geman [1999]): weather derivatives are financial products by their structure but insurance products by their logic. This difficulty of classification is a common factor to the whole A.R.T. (“Alternative Risk Transfer”) business i.e. the securitization of insurance traditional risks:
as Farny [1999] writes there is no clear and obvious distinction between insurance and finance when these new types of transaction are concerned. This ambiguity is especially clear for the weather bond: this is a standard bond apart from the fact that its coupons depend on the occurrence of a weather event. In that sense, this is a financial product. But, its origins—the firm’s demand for a hedge against a climatic risk—or the diversification of the issuer’s risk on small bondholders can make us think more of an insurance policy or of an agreement of mutual assistance (see Gallix [1985]).

This paper focuses on an accurate analysis of a weather bond i.e. on the joint determination of its coupon level and its price. This particular study helps us to better define the characteristics and stakes of this new market. Moreover, the problems relative to the weather bond’s characterization are not obvious, as underlined by the two and only emission’s attempts of autumn 1999, which have failed: Enron’s emission was cancelled and that of Koch was reduced by half, for lack of buyers. These difficulties are all the more surprising so since cat bonds, whose logic is quite similar (i.e. securitization of a non-financial risk), are relatively successful.

Furthermore the aim of this article is neither to determine a dynamic for weather data nor to propose a prediction model. Indeed, many articles have been interested in these questions: especially, Dischel [1998, 1999, 2000a, 2000b], Cao and Wei [2000] or Dornier and Queruel [2000] try to propose a statistical model for temperature. Moreover, a joint analysis, coupon-price, of a (standard) bond appears to be original: indeed, bonds studied in the literature often are zero-coupon bonds (as Longstaff and Schwartz [1995] or Briys [1998a, 1998b]) or their coupon allows their emission to be at par. Very recently, Sankaran [2000] has proposed a model for weather bond pricing. However, in this article, the coupon levels are taken a priori and the author focuses on the characterization of a model for the underlying temperature data. The bond price is given by the classical method of net present value. Even so the role of weather bond coupons is not simple: they take part in the structure of the global transaction and have, for that reason, their own purpose. Therefore, the characterization of the optimal bond structure, and not only the simple determination of its price, is the core matter of this study.

Hence, after having specified the notations and the assumptions used in this paper, we propose a modelling for the global transaction, involving the definition of a choice criterion for the different agents: the firm, the bank and the investor. Solving the optimization problem related to the global transaction leads us to the study of both the insurance relation between the firm and the bank and the bond issue. Looking at the origins of the bond emission helps us to better understand the specificities of the weather bond coupons. Finally, the optimal structure of the emission i.e. the bond price function and the optimal amount, which is paid back if an event occurs, are eventually determined.

2. General presentation, assumptions and notations

2.1. Description of the transaction

This paper focuses on the analysis of a weather bond. The principal is assumed to be non-risky whereas the payment of the coupons depends on the occurrence of a given weather
More precisely, the amount of the coupon is reduced when an event occurs. In this case, the bondholders receive less than in the situation when nothing happens.

However, considering such a bond without taking into account the origins of its emission is a myopic attitude. Indeed, the characteristics of this bond (coupons, amount which is paid back when an event occurs, price) cannot be chosen arbitrarily. They have to fully play their risk diversification role for the issuer: everything starts when a firm is facing a climatic risk and calls on a bank to be hedged against the fateful effects of weather on its activities. For a premium, the latter commits itself to transferring compensation to the firm if loss obtains. Then, the bank issues a weather bond, so that it can diversify its new risk on small bondholders. For that reason, the whole story will be taken into account and the bond emission will be viewed as a part of a more general transaction.

As a summary, this transaction has the following structure:

- If no event occurs during the bond’s life, the flows’ structure is given by figure 1, where \( S.P.V \) denotes Special Purpose Vehicle. This is a legal entity, independent of bank’s other activities.
- If, on the contrary, a weather event occurs (one possibility per year, non-exclusive), two additional flows appear (see figure 2). Thus, this transaction involves three agents: a firm, a bank and an investor. Such a structure is quite classical when the securitisation of a non-financial risk is at stake. A direct relationship between the firm and the investor is usually unfeasible since the firm does not often have the same qualifications as the bank especially for risk transfer.

This paper aims to characterize the structure of the weather bond. We particularly focus on its coupons. In fact, contrary to more standard bonds, the coupon plays a full role here. It has its own purpose: indeed, its function is to design not a “nice-looking” emission (for example, emission at par) but the global transaction structure. It plays a key role in the compensation program of the bank. Fixing its level arbitrarily may be very hazardous as

\[
\text{Insurance premium} \quad \rightarrow \quad \text{Weather-bond (coupons & principal)} \quad \rightarrow \quad \text{INVESTORS (S.P.V.) « End users »}
\]

\[
\text{FIRM} \quad \rightarrow \quad \text{BANK (S.P.V.)} \quad \rightarrow \quad \text{Cash}
\]

**Figure 1.** Flows of the transaction.

\[
\text{Compensation} \quad \leftarrow \quad \text{Weather-bond (coupons & principal)} \quad \leftarrow \quad \text{part of coupons}
\]

\[
\text{FIRM} \quad \leftarrow \quad \text{BANK (S.P.V.)} \quad \leftarrow \quad \text{INVESTORS (S.P.V.) « End users »}
\]

**Figure 2.** Additional flows when a weather event occurs.
it may be inadequate with respect to that of the compensation. The coupon level has to be
determined so that the global transaction is not unfavourable to the bank.

Moreover, the presence of three actors (the firm, the bank and the investor) plays a key role
in the characterization of the different parameters of the global transaction and especially
of the bond emission, as we will see in the next sections.

2.2. Assumptions and notations

The time period considered in this article is \( n \) years corresponding to the bond maturity.
Each year is indexed by \( i, i \in \{0; 1; \ldots; n\} \) and \( \beta_{i,n} \) represents the capitalization factor of
year \( i \) to year \( n \). Especially, we have

\[
\beta_{n,n} = 1
\]

In the following, we refer only to \( \beta_i \) as \( \beta_{i,n} \) since all the flows are capitalized till year \( n \), the
bond maturity. Flows are not reinvested.

The risk inherent to the transaction, i.e. the occurrence of a weather event, is considered
in this article as the only risk in the market. It is modelled as a family of random variables.
We refer to \( \varepsilon_i \) as the random event of year \( i \) \((i \neq 0)\). An event occurs if \( 1_{\varepsilon_i} = 1 \). In the
following, \( 1_{\varepsilon_i} \) designates indifferently both the random variable and its occurrence variable.
This latter is a Bernoulli variable, as it can take only values in \([0,1]\). We do not make any
assumptions for the independence of the \( \varepsilon_i \) and for their respective parameter \( p_i \) under the
statistical probability \( \mathbb{P} \). In the following, \( \mathbb{E} \) designates the expected value with respect to \( \mathbb{P} \).
The aim of this paper is not an accurate study of weather data and their distribution. For
that reason, \( p_i \) and the correlation between the different variables are assumed to be known
and we do not focus on their calculation.

Three agents are considered in this study. They are linked together by the financial
structure of future cash flows. Indeed, each of them has the following financial commitments:
A firm, denoted as agent \( F \), is facing a weather risk. Its risk can be broken down into different
losses shared out among several years. It is characterized by the random variable \( \Theta \), which
may be defined, for instance, by

\[
\Theta = M \sum_{i=1}^{n} 1_{\varepsilon_i} \beta_i = M \sum_{i=1}^{n} \varepsilon_i \beta_i
\]  

(1)

where \( M \) is year \( i \) loss amount \((i \neq 0)\), if an event \( \varepsilon_i \) occurs during this particular year. \( M \)
is assumed to be constant. In this particular framework, \( \Theta \) can only take a finite number of
values (indeed, it can take \( 2^n \) possible different values). As it is not a determining factor in
the results of this article, the general notation \( \Theta \) will be kept as far as possible. The firm calls
on a bank, denoted as agent \( B \), to be hedged against this risk and pays an amount, \( \pi \), in year
0, to be protected against the risk of loss. In exchange, it receives a compensation \( J(\theta) \) if
loss \( \Theta = \theta \) obtains. As an insurance reimbursement is necessarily nonnegative and cannot
exceed the size of the loss, the coverage function must satisfy the following constraint:

\[
0 \leq J(\theta) \leq \theta \quad \forall \theta \in \mathcal{D}(\Theta)
\]  

(2)
where $D(\Theta)$ is the support of the law of $\Theta$ i.e. in the discrete case, the set of all possible values taken by $\Theta$, with a positive probability. In the following, the definition set of $J(\Theta)$ is denoted as $D(\Theta)$.

Moreover, this constraint can also be written in terms of the random variable $\Theta$ as

$$0 \leq J(\Theta) \leq \Theta \quad \mathbb{P} \text{ a.s.}$$

**Remark 1** (On the compensation function): In this paper, the risk of loss is assumed to be perfectly covered by the compensation. Indeed, the same source of risk $\Theta$ intervenes in both the exposure of the firm and the compensation paid by the bank. Such an assumption does not take into account any basis risk, which may remain even after an insurance coverage. This particular aspect will be precised later.

Some authors have considered the impact of basis risk and moral hazard on the optimal insurance strategy (see, for instance, Doherty and Mahul [2001]).

Hence, the flows, related to the “insurance” part of the transaction and capitalized from the moment when they occur to year $n$, can be written for both agents $F$ and $B$ as follows

- For agent $F$, $-\pi \beta_0 - \Theta + J(\Theta)$
- For agent $B$, $\pi \beta_0 - J(\Theta)$

By assumption, in this part of the transaction, agent $B$ focuses only on its relation with the firm. It does not know how to manage its risk yet.

To diversify its risk, agent $B$ decides to issue a weather bond. The investor, buying this bond, is denoted as agent $I$. It pays the bond price $\Phi$ to agent $B$ in year 0. In exchange, it receives, each year $i$, a coupon $s$ and, in year $n$, the principal $N$. Since the coupons are subject to weather risk, agent $I$ has to pay back a constant amount $\alpha$ to agent $B$, when an event occurs. This amount is considered as an entity itself and do not relate it directly to the coupon $s$. This particular point will be discussed later.

Hence, the flows, related to the bond emission and capitalized from the moment when they take place to year $n$, can be written for both agents $B$ and $I$ as follows

- For agent $B$, $\pi \beta_0 - J(\Theta) + \Phi \beta_0 - s \sum_{i=1}^{n} \beta_i - N + \frac{\alpha}{M} \Theta$
- For agent $I$, $-\Phi \beta_0 + s \sum_{i=1}^{n} \beta_i + N - \frac{\alpha}{M} \Theta$

For the sake of simplicity, $\Lambda$ will denote in the following the non-random flows (or the amount of cash) received by the investor and capitalized to year $n$

- For agent $B$, $\pi \beta_0 - J(\Theta) - \Lambda + \frac{\alpha}{M} \Theta$
- For agent $I$, $\Lambda - \frac{\alpha}{M} \Theta$
This notation is completely equivalent to the first one as only the expression $\Lambda = -\Phi_1 \beta_0 + s \sum_{i=1}^N \beta_i + N$ intervenes in the representation of this part of the transaction. No particular role is played by $s$, $N$ or $\Phi$, taken separately. This point will be developed later.

In this second part of the transaction, agent $B$ has a more global view: it takes into account both its relations with agent $F$ and agent $I$.

3. Modelling the choice criterion for the characteristics of the global transaction

As underlined previously, the bond emission can be considered as an element of a more global transaction, analyzing and studying this transaction give us a key to better understand the bond emission and to value it. Moreover, this transaction involves three different agents, which play different roles at different stages of the deal. However, as previously underlined, it can be divided into two smaller transactions: agent $F$ is at the origins of the first one (and, for that reason, of the global one). It calls on agent $B$ for a protection against a risk of loss. The second transaction is consecutive to the first one: indeed, agent $B$ transfers the risk, it is now bearing, on agent $I$, by issuing a weather bond. Hence, the global problem of the characterization of the transaction is naturally set in two subproblems, each of them representing a smaller transaction.

Moreover, in this section, the multiplicity of roles playing by agent $B$ is particularly taken into account. It has not only a classical function of a banker towards agent $I$ but also an insurer’s role towards agent $F$. This schizophrenia emphasizes one of the weather derivatives’ features, as they lie midway between finance and insurance.

3.1. Risk aversion and utility criterion

All agents ($B$, $F$ and $I$) are assumed to be risk-averse, even the bank. Such an assumption may be justified by the risk specificity. Since $\Theta$ is the only source of risk, which is taken into account in this study, it cannot be reduced by diversification. The attitude of the different agents towards risk is modelled via a utility function. Such a function is supposed to represent the level of satisfaction a given economic agent gets from a given situation. It depends on its risk-aversion. All agents are usually assumed to be rational, moreover they want to maximize the utility they can expect from a future (and uncertain) situation. A choice criterion for a given agent may be the maximization of its expected utility. Hence, in this rational framework, some conditions on utility functions are required: they have to be continuous, strictly increasing and concave.

For the sake of simplicity in this particular study, as no particular constraint is imposed on the different capitalized flows, utility functions of the agents $B$, $F$ and $I$, denoted as $U_B$, $U_F$ and $U_I$ are assumed to be exponential utility functions, since they have the particularity to be defined on $\mathbb{R}$. Thus, for any real-valued random variable $X$, which can be seen as the final wealth of a given agent ($B$, $F$ or $I$)

$$U_B(X) = -\exp(-\gamma_B X)$$
$$U_F(X) = -\exp(-\gamma_F X)$$
$$U_I(X) = -\exp(-\gamma_I X)$$
where $\gamma_B$ (resp. $\gamma_F$ and $\gamma_I$) represents the risk-aversion coefficient of agent $B$ (resp. agent $F$ and agent $I$). These three parameters have to be positive. Note that, in this study, agent $B$ is assumed to have the same risk aversion coefficient for both parts of the transaction. Or, in other words, the bank has the same utility function for both sides of the transaction. It is considered as an entity and not as two different parts, one per role. The study may be extended to the similar framework where the bank has a different risk aversion for its “insurer” role and its “issuer” one. Such a situation may illustrate the fact that two distinct departments of the bank could be involved in the global transaction. These parameters represent the sensibility of the agents towards risk and they have an impact on the utility criterion itself. They also are the coefficient of absolute risk aversion (exponential utility functions belong to the family of Constant Absolute Risk Aversion, or CARA, utility functions). Moreover, the particular choice of exponential utilities enables to play with the criterion according to the values taken by risk-aversion coefficients. On one hand, it is well-known that, when the risk aversion coefficient is small enough, maximising the expected utility is equivalent to a mean-variance criterion (assuming that the considered risk has a bounded variance). On the other, when $\gamma$ is large, $\mathbb{E}[-\exp(-\gamma X)]$ is all the more important so since $X$ is not “too much” negative. The attitude of the agent is not symmetric between possible gains or losses. This attitude appears quite logical: the agent does not want to bear “too much” important losses.

In order to simplify this study, only the current transaction is taken into account. It is equivalent to set the initial endowments of the agents to zero. Moreover, the transaction costs are assumed to be null. These assumptions may be dropped easily without modifying the global structure of the results. They enable us to derive simple expressions for the different parameters of the transaction.

### 3.2. Characterization of the optimal insurance contract

This subsection focuses on the problem of the relation between the firm, agent $F$, and the bank, agent $B$. It can easily be considered as an insurance relation as the firm calls on the bank to be hedged against the risk it faces. Indeed, to be protected, it pays a certain amount, $\pi$, and receives in exchange a compensation, $J(\Theta)$, if loss $\Theta$ obtains. As to model this “insurance” relation between these agents, we use a classical insurance method, as that of Raviv [1979], which is described below:

Thus to model the relation between the bank and the firm, the standard assumptions of a passive insurer and of an insured maximising the expected utility of its final random wealth (Eq. (3)) under certain constraints are made. Hence, the insured determines the structure of the policy, which is optimal for it, whereas the insurer can only accept or refuse this new contract.

Hence, agent $B$ is assumed to be passive and agent $F$ to have the following optimization program, using previous notations

$$\max_{\pi, J} \mathbb{E}[-\exp(-\gamma_F(J(\Theta) - \Theta - \pi \beta_0))]$$

s.t. $\mathbb{E}[-\exp(-\gamma_B(\pi \beta_0 - J(\Theta)))] \geq -1$  \hspace{1cm} (P)

$$0 \leq J(\Theta) \leq \Theta \quad \mathbb{P} \text{ a.s.}$$
where $-1$ corresponds to agent $B$’s utility level if it does nothing and s.t. denotes “subject to”. In particular, the constraint relative to $J(.)$ has been previously motivated (See Constraint (2)).

Agent $F$ uses the decision criterion we previously described, whereas agent $B$ only compares its expected utility of the final random wealth for two different situations: “insuring” agent $F$ or doing nothing (See Eq. (4)).

The solving of such an optimization program will be the object of the next section.

Remark 2 (On the program $\mathcal{P}$): The optimization program ($\mathcal{P}$) is standard in the insurance literature. Indeed, the first part of the transaction is a special case of Raviv’s result, where there is no transaction cost and where utility functions are CARA. However, as the methodology will be useful to analyze the second part of the transaction, we present a full characterization of the optimal compensation.

Remark 3 (On the basis risk): The results of this paper may be extended to the situation where there is a basis risk between the (individual) risk borne by the firm and the (global) risk covered by the insurance contract sold by the bank. Thus, if $\hat{\Theta} \neq \Theta$, the optimization program becomes

$$
\max_{\pi, J} \mathbb{E} \left[ -\exp\left\{-\gamma_F (J(\Theta) - \hat{\Theta} - \pi \beta_0)\right\} \right]
\text{s.t. } \mathbb{E} \left[ -\exp\left\{-\gamma_B (\pi \beta_0 - J(\Theta))\right\} \right] \geq -1
0 \leq J(\Theta) \leq \Theta \quad \mathbb{P} \text{ a.s.}
$$

To come back to the framework of this paper, the “conditional certain equivalent” of the firm’s exposure, with respect to the common risk $\Theta$, is introduced

$$
X(\Theta) \triangleq \frac{1}{\gamma_F} \ln \mathbb{E} \left[ \exp(\gamma_F \hat{\Theta})/\Theta \right]
$$

Hence, solving the optimization program with a basis risk is equivalent to solve the optimization program ($\mathcal{P}$), replacing the exposure $\Theta$ of agent $F$ by $X(\Theta)$.

3.3. Design of the optimal weather bond

The structure of the bond is determined by agent $B$ so that it is optimal for it, with respect to the utility criterion described in the previous section. The optimization variables are directly related to the structure of the financial contract: the coupon $s$, the amount $\alpha$ which is paid back when an event occurs and the price $\Phi$. However, agent $B$ is constrained by the existence of a counterpart. It is indeed necessary for the existence of the transaction that agent $I$ has some interest in buying the weather bond. Its level of interest is given by a utility criterion and the investor compares it with that of a risk-free investment. Agent $I$ is said to be “passive” as it can only decide to do or not the transaction.
Hence, to model the relation between the bank and the investor, the bank, agent $B$, is assumed to maximize the expected utility of its random final wealth (related to the global transaction and given by Eq. (5)) under certain constraints. On the other hand, the investor, agent $I$, only compares its expected utility of the final random wealth for two different situations: buying the bond from agent $B$ or making a non-risky investment (see Eq. (6)).

This optimization program takes into account the first part of the transaction, i.e. the compensation function $J(\cdot)$ and the premium $\pi$. As both parts of the transaction are independent, conditionally on agent $B$, the following optimization program is true for any couple $(J(\cdot), \pi)$, and in particular for $(J^*(\cdot), \pi^*)$. Hence, at the optimum, these quantities are logically the optimal ones.

\[
\begin{align*}
\max_{\Phi, \alpha, s} & \quad E \left[ -\exp \left\{ -\gamma_B \left( \pi \beta_0 - N - J(\Theta) + \Phi \beta_0 - s \sum_{i=1}^n \beta_i + \frac{\alpha}{M} \Theta \right) \right\} \right] \\
\text{s.t.} & \quad E \left[ -\exp \left\{ -\gamma_I \left( -\Phi \beta_0 + s \sum_{i=1}^n \beta_i + N - \frac{\alpha}{M} \Theta \right) \right\} \right] \geq -1
\end{align*}
\]

where $-1$ corresponds to agent $I$’s utility level if it makes a non-risky investment and s.t. denotes “subject to”.

Note that $\alpha$ and $\Lambda$ form a system of parsimonious control variables. This second formulation of the optimization program will be favoured in the following in order to simplify the notations.

Note that the logic adopted for the financial investment in this article is not risk-neutral. Moreover, it is close to the framework of pricing via utility maximization as, for instance, in Hodges and Neuberger [1989] or in El Karoui and Rouge [2000]. Indeed, there is no underlying market where agents may build a replicating strategy for the bond. Moreover, the investor has a static point of view, it can only choose between the bond and cash. This logic is closer to that of insurance as the diversification potential of the bond for the investor’s portfolio is not taken into consideration.

The solving of such an optimization program will be the object of the next section. However, note that, instead of solving the program $(\tilde{P})$ using standard variational control techniques, as in the following section, it is equivalent to directly introduce agent $I$’s bound constraint into the minimization of agent $B$. This is possible as, given the constraint, a unique $\Lambda$ is associated to any value of $\alpha$. This method stresses the particular role played by both agents in the characterization of the bond: agent $I$ determines the structure of the price or of $\Lambda$ whereas agent $B$ features the whole structure of the bond optimally, but using the price function given by agent $I$.

Moreover, both $\pi$ and the compensation function $J(\cdot)$ play a very particular role in agent $B$’s optimization program. Indeed, the bank determines the optimal structure of the bond, conditionally on the knowledge of $(\pi, J(\cdot))$. Therefore, in the very particular framework of exponential utilities, $(\pi, J(\cdot))$ may define a change of probability measures: the bank characterizes the optimal structure of the bond under a certain probability measure, which depends on both $\pi$ and $J(\cdot)$. This comment underlines some potential extension of this study to more general relations between the bank and the firm.
4. Solving the optimization problems

The solving of the optimization problem for the global transaction leads to the solving of two optimization subproblems, as described in the previous section. For that reason, the first step concerns the relation between the firm and the bank, whereas the second one deals with the bond issue, i.e. the relation between agent $B$ and agent $I$.

4.1. Solving the problem of the relation between the firm and the bank

As written in the previous section, the optimization program related to the relation between agent $F$ and agent $B$ is given by

$$\min_{\pi, J} \mathbb{E} \left[ \exp \left\{ -\gamma_F (J(\Theta) - \Theta - \pi \beta_0) \right\} \right]$$

s.t. $\mathbb{E} \left[ \exp \left\{ -\gamma_B (\pi \beta_0 - J(\Theta)) \right\} \right] \leq 1$

$$0 \leq J(\Theta) \leq \Theta \quad \mathbb{P} \ a.s.$$ (P)

This program depends on two different parameters: $\pi$ represents the “price” of the insurance contract, and $J$ the compensation function, which gives the amount which is paid back when an event occurs.

4.1.1. Solving of the optimization program (P). To solve (P), variational control techniques are used, by introducing a positive Lagrange multiplier coefficient $\lambda$, which will be chosen optimally later. The modified global utility of the program is denoted as $\hat{U}$ and defined by

$$\hat{U}(\Theta, J(\Theta), \pi) = -\exp\left\{ -\gamma_F (J(\Theta) - \Theta - \pi \beta_0) \right\} - \lambda \exp\left\{ -\gamma_B (\pi \beta_0 - J(\Theta)) \right\}$$

To solve (P), we first solve ($\hat{P}$) defined by

$$\max_{\pi, J} \mathbb{E}[\hat{U}(\Theta, J(\Theta), \pi)]$$ (\hat{P})

Then, so as to go back to (P), the optimal value of the coefficient $\lambda$ has to be determined, in such a way that the constraint is bound.

4.1.1.1. First-order conditions. Solving ($\hat{P}$), in the particular framework of exponential utilities, leads to the following first order conditions at the optimum $(J^*(\cdot), \pi^*)$: $\forall \Theta \in D(\Theta)$,

- If $0 < J^*(\Theta) < \Theta$

$$\gamma_F \exp\left\{ -\gamma_F (J^*(\Theta) - \Theta - \pi^* \beta_0) \right\} - \lambda \gamma_B \exp\left\{ -\gamma_B (\pi^* \beta_0 - J^*(\Theta)) \right\} = 0$$ (7)

- If $J^*(\Theta) = 0$

$$\gamma_F \exp\left\{ \gamma_F (\Theta + \pi^* \beta_0) \right\} - \lambda \gamma_B \exp\left\{ -\gamma_B (\pi^* \beta_0) \right\} \leq 0$$ (8)
If \( J^*(\theta) = 0 \)

\[
\gamma_F \exp[\gamma_F(\pi^*\beta_0)] - \lambda \gamma_B \exp[-\gamma_B(\pi^*\beta_0 - \theta)] \geq 0
\]  

(9)

On the one hand, these conditions are obtained, for any \( \theta \in \mathcal{D}(\Theta) \) fixed, by partially deriving \( \hat{U} \) with respect to \( J(\theta) \) and taking its expected value at the optimum \( (J^*(\cdot), \pi^*) \). As it has to be equal to zero, some conditions on their sign appear according to the value of \( J^*(\theta) \), for any \( \theta \in \mathcal{D}(\Theta) \). On the other hand, the partial derivative of \( \hat{U} \) with respect to \( \pi \) is calculated and its expected value is taken at the optimum \( (J^*(\cdot), \pi^*) \). It also has to be equal to zero.

The determination of these conditions and their sufficiency, as classical results in convex optimization, are given in appendixes.

4.1.1.2. Determination of two thresholds. The optimal level of compensation, \( J^*(\theta) \), if risk of loss \( \Theta = \theta, \theta \neq 0 \), obtains, belong to the interval \([0, \theta]\), as Constraint (2) holds.

In order to precise the structure of the compensation, it will be very useful to have some rules on \( \theta \) giving whether \( J^*(\theta) = 0, \theta \) or \( J^*(\theta) \in [0, \theta] \) (so that only one first-order condition would be valid). For that reason, \( \theta^- (\pi^*, \lambda) \) and \( \theta^+ (\pi^*, \lambda) \), two intrinsic thresholds, may be introduced. They respectively denote the policy deductible level and the policy upper limit for a complete compensation i.e.

- \( \theta^- (\pi^*, \lambda) \) is such that: if \( J^*(\theta) = 0 \) then

\[
\gamma_F \exp[\gamma_F(\theta + \pi^*\beta_0)] - \lambda \gamma_B \exp[-\gamma_B(\pi^*\beta_0)]
\]

is negative only if \( \theta \leq \theta^- (\pi^*, \lambda) \).

- \( \theta^+ (\pi^*, \lambda) \) is such that: if \( J^*(\theta) = \theta \) then

\[
\gamma_F \exp[\gamma_F(\pi^*\beta_0)] - \lambda \gamma_B \exp[-\gamma_B(\pi^*\beta_0 - \theta)]
\]

is positive only if \( \theta \leq \theta^+ (\pi^*, \lambda) \).

These thresholds may be calculated explicitly

\[
\theta^- (\pi^*, \lambda) = -\frac{\gamma_B + \gamma_F}{\gamma_F} \pi^*\beta_0 + \frac{1}{\gamma_F} \ln \left( \frac{\lambda \gamma_B}{\gamma_F} \right)
\]

\[
\theta^+ (\pi^*, \lambda) = \frac{\gamma_B + \gamma_F}{\gamma_B} \pi^*\beta_0 - \frac{1}{\gamma_B} \ln \left( \frac{\lambda \gamma_B}{\gamma_F} \right)
\]

Hence, the following relation holds

\[
\theta^+ (\pi^*, \lambda) = \frac{\gamma_F}{\gamma_B} \theta^- (\pi^*, \lambda)
\]

and both thresholds have opposite signs. But \( \mathcal{D}(\Theta) \subset \mathbb{R}_+ \), both thresholds are positive. Hence

\[
\theta^- (\pi^*, \lambda) = \theta^+ (\pi^*, \lambda) = 0
\]  

(10)
Thus, the optimal level of compensation, \( J^*(\theta) \), if risk of loss \( \Theta = \theta, \theta \neq 0 \), obtains, always lies in the interval \([0, \theta]\), for any \( \theta \in \mathcal{D}(\Theta) \), \( \theta \neq 0 \). Hence, boundaries are never reached and the framework of this study is more simple.

### 4.1.2. Structure of the optimal compensation \( J^* \) and of the optimal premium \( \pi^* \).

Now, we are in a position to write a relation between \( J^*, \pi^* \) and the other parameters for any values \( \theta \in \mathcal{D}(\Theta) \), \( \theta \neq 0 \). As \( J^*(\theta) \in [0, \theta] \), the first-order condition (7) gives the following equation

\[
\gamma_F \exp \left[ -\gamma_F (J^*(\theta) - \theta - \pi^* \beta_0) \right] = \lambda \gamma_B \exp \left[ -\gamma_B (\pi^* \beta_0 - J^*(\theta)) \right]
\]

and

\[
J^*(\theta) = \frac{\gamma_F}{\gamma_B + \gamma_F} \theta + \pi^* \beta_0 - \frac{1}{\gamma_B + \gamma_F} \ln \left( \frac{\lambda \gamma_B}{\gamma_F} \right)
\]  \( (11) \)

Moreover, the Eq. (10) gives the following relationship between \( \pi^* \) and \( \lambda \)

\[
\pi^* \beta_0 = \frac{1}{\gamma_B + \gamma_F} \ln \left( \frac{\lambda \gamma_B}{\gamma_F} \right)
\]

Hence, the optimal compensation is given for any values \( \theta \in \mathcal{D}(\Theta) \), \( \theta \neq 0 \), by

\[
J^*(\theta) = \frac{\gamma_F}{\gamma_B + \gamma_F} \theta
\]

But this result can be extended to \( \theta = 0 \) as \( J^*(0) = 0 \) by using constraint (2). Finally

\[
J^*(\theta) = \frac{\gamma_F}{\gamma_B + \gamma_F} \theta \quad \forall \theta \in \mathcal{D}(\Theta)
\]

The optimal pricing rule for the insurance contract is obtained by binding the constraint at the optimum. Hence

\[
\pi^* \beta_0 = \frac{1}{\gamma_B} \ln \mathbb{E} [\exp(\gamma_B J^*(\Theta))]
\]

These results may be summarised in the following proposition:

**Proposition 1:** The optimal level of premium, \( \pi^* \), is given by

\[
\pi^* \beta_0 = \frac{1}{\gamma_B} \ln \mathbb{E} [\exp(\gamma_B J^*(\Theta))]
\]  \( (12) \)

And the optimal compensation, \( J^*(\theta) \), when a risk of loss \( \theta \in \mathcal{D}(\Theta) \) obtains, is given by

\[
J^*(\theta) = \frac{\gamma_F}{\gamma_B + \gamma_F} \theta \quad \forall \theta \in \mathcal{D}(\Theta)
\]  \( (13) \)

The optimal structure of the compensation is coherent with the Borch’s theorem (see for instance, Eeckhoudt and Gollier [1995]) concerning risk sharing and mutualisation. \( J^* \) is
indeed proportional to the obtained loss. The proportional coefficient is the ratio of agent
F’s risk aversion coefficient with respect to the sum of both agent F’s and agent B’s
coefficients. It may be seen as agent F’s relative risk aversion: i.e. if both agents have
the same attitude towards risk, they will perfectly share the obtained loss; but the more risk
averse agent F is, relatively to agent B, the larger is the compensation. This result does not
depend on a particular a priori given form of the compensation. Indeed, it is optimal among
all the possible compensation structures, not only among the proportional one. Moreover,
the optimal \( \pi^* \) is a non-linear function of the compensation. This non-linearity is one of the
major aspects of the transaction, as we shall see in the section dedicated to the study of the
bond emission.

Remark 4 (On the optimal compensation): The shape of the optimal compensation does
not include a deductible. It comes directly from the assumption of no transaction cost.

4.2. Solving the problem of the relation between the bank and the investor

The optimization program related to the relation between agent B and agent I is given by

\[
\begin{align*}
\min_{\Lambda, \alpha} & \quad \mathbb{E} \left[ \exp \left\{ -\gamma_B \left( \pi \beta_0 - J(\Theta) - \Lambda + \frac{\alpha}{M} \Theta \right) \right\} \right] \\
\text{s.t.} & \quad \mathbb{E} \left[ \exp \left\{ -\gamma_I \left( \Lambda - \frac{\alpha}{M} \Theta \right) \right\} \right] \leq 1
\end{align*}
\]  

(\( \bar{P} \))

This program depends on two different parameters: \( \Lambda = -\Phi_0 + s \sum_{i=1}^n \beta_i + N \) represents
the capitalized amount of cash which is received by the investor, and \( \alpha \) the amount which
is paid back when an event occurs.

As written in the previous section, the optimal structure of the bond is determined by
agent B, which knows the price function determined by agent I. In other words, agent I
determines the structure of \( \Lambda \), whereas agent B focuses on the key variable \( \alpha \).

4.2.1. Optimal characterization of the weather bond. This finite dimensional problem is
a special case of the previous problem. Using the previous results, we know that the optimal
solution is proportional. Hence, looking for the optimal value of \( \alpha \) (solution among the
proportional functions) is equivalent to look for the general optimal solution. Moreover,
this problem is much simpler than the previous one, as there is no constraint imposed on \( \alpha \).
Consequently, solving the optimization program (\( \bar{P} \)) is immediate and leads to the following
proposition

Proposition 2: The price function, \( \Phi^* \), of the weather bond is given by the following
formula

\[
\Phi^* \beta_0 = s^* \sum_{i=1}^n \beta_i + N - \frac{1}{\gamma_I} \ln \mathbb{E} \left[ \exp \left( \gamma_I \alpha^*_M \Theta \right) \right] 
\]  

(14)
The optimal amount which is paid back when an event occurs is given by

$$\alpha^* = \frac{\gamma B \gamma F}{(\gamma B + \gamma F)(\gamma B + \gamma I)} M$$  \hspace{1cm} (15)

This constraint leads to the characterization of a unique price function of the bond: agent $I$ imposes a certain relationship between the variables $s$, $\Phi$ and $\alpha$ (or, using the simplifying notation, between $\Lambda$ and $\alpha$). The uniqueness of the price function comes from the fact that, for any $\alpha$, it is possible to find a unique $\Lambda$, which binds agent $I$’s constraint, as written below. Agent $B$ takes this relationship into account to determine the optimal structure of the bond. In other words, agent $I$ determines the structure of $\Lambda$, whereas agent $B$ focuses on the key variable $\alpha$, which conditions the risky part of the bond. For these reasons, we can interpret the bond emission as the signing of a “minimal” contract, i.e. the bond characteristics we obtain will be “minimum” in two ways as they represent both a threshold of interest for the investor and a threshold of hedging for the bank.

4.2.1.1. Some comments on the pricing rule. The right-hand side of the pricing rule (14) represents the amount that agent $I$ is willing to pay for the bond characterized by $(s^*, \alpha^*)$. The price function is non-linear, far from the standard logic of pricing involving expected value and linearity. Even if with exponential utility functions, initial endowments do not play any role in the results, here, there is a non-constant dependence on the risky flows of the bond, due to this non-linearity. Note that binding agent $I$’s constraint is not trivial, since it has an impact on the whole structuration of the bond, by introducing this non-linear aspect in the price function.

Moreover, $\Phi^*$ is a very interesting price for a marketing point of view, as it is obviously lower than the historical price denoted as $P$ and defined as the expected value of the sum of all discounted flows related to the bond with respect to the historical probability measure $P$. Therefore, the investor has to pay less than the historical expected value of the discounted bond flows to buy the bond. Indeed, when comparing $\Phi^*$ and $P$, we obtain $\Phi^* < P$ as function exp is convex

$$\mathbb{E} \left[ \exp \left( \gamma I \frac{\alpha^*}{M} \Theta \right) \right] > \exp \mathbb{E} \left( \gamma I \frac{\alpha^*}{M} \Theta \right)$$

$$\Phi^* \beta_0 < s^* \sum_{i=1}^{n} \beta_i + N - \frac{\alpha^*}{M} \mathbb{E} (\Theta) = P \beta_0$$

4.2.1.2. Some comments on the bond structure. The optimal amount which is paid back when an event occurs, $\alpha^*$, is proportional. It is optimal among all possible functions and does not require any particular restriction on the optimisation set. Consequently, it does not depend on a particular a priori given structure of payments. On the other hand, note that the coupon level $s^*$ of the bond appears clearly as a marketing tool to appeal the investor. Indeed, the price function $\Phi^*$ of the bond depends linearly on the coupon level. The spread between $\alpha^*$, the amount which is paid back when an event occurs, and $s^*$ is simply transferred to the bond price. There is no unique determination of the optimal coupon level $s^*$. The transfer problem between $\Phi^*$ and $s^*$ leads to a situation where there is an infinity of solutions.
The optimum is defined by $(\Phi^*, s, \alpha^*)$ where $\Phi^*$ and $\alpha^*$ are optimally chosen. Then, the “optimal” value of $s$ is determined by the investor according to the structure of its current portfolio, and the diversification dimension of the weather bond for the investor can be finally taken into account. Hence, considering only the global variable $\Lambda$ is completely equivalent to considering both $s$ and $\Phi$.

This proposition shows an important result for the structuration of the bond: not only the pricing of the product but also its characteristics and stakes are determined here. In this framework, $\alpha^*$ play a huge role as being the keystone of the bond structure.

**Remark 5:** Replacing $\alpha^*$ by its value, the price function, $\Phi^*$, of the weather bond may be now written as

$$\Phi^* \beta_0 = s^* \sum_{i=1}^{n} \beta_i + N - \frac{1}{\gamma} \ln E[\exp(\Gamma \Theta)]$$

where

$$\Gamma = \frac{\gamma B \gamma F \gamma I}{(\gamma B + \gamma F)(\gamma B + \gamma I)}$$

is a function of all the agents’ risk aversion coefficient.

In the particular case when all agents are not very risk averse ($\Gamma$ small enough), we obtain, with a Taylor expansion with order 2 in the neighbourhood of 0

$$\Phi^* \beta_0 \sim s^* \sum_{i=1}^{n} \beta_i + N - \frac{\gamma B \gamma F}{(\gamma B + \gamma F)(\gamma B + \gamma I)} E(\Theta)$$

$$- \frac{1}{2} \gamma \left( \frac{\gamma B \gamma F}{(\gamma B + \gamma F)(\gamma B + \gamma I)} \right)^2 E(\Theta^2)$$

It can be seen as the sum of the historical expected value of the discounted bond’s flows and a “premium” term which is all the more negative so since agent $I$ is risk averse. We find again the noteworthy property $\Phi^* < P$.

**4.2.1.3. Different interpretations of the bond structure.** The degree of freedom in the choice of $s^*$ leads to different possible interpretation of the bond structure, which can be used as different marketing strategies to appeal the investor.

– First, if $s^*$ is taken greater than $\alpha^*$—this is probably the most natural situation, when the amount $\alpha^*$ which is paid back if an event occurs, is smaller than the coupon $s^*$, the product has a real bond structure: all the net cash flows related to the bond are positive for agent $I$ (apart from the price, of course).

– Secondly, if $s^*$ is taken so that the bond is issued at par, i.e. $\Phi^* = N$, the structure of the bond is very classical and $s^*$ is given by

$$s^* \sum_{i=1}^{n} \beta_i = N(\beta_0 - 1) + \frac{1}{\gamma} \ln E[\exp(\Gamma \Theta)]$$
In the particular case when all agents are not very risk averse (\(\Gamma\) small enough), we obtain, with a Taylor expansion with order 2 in the neighbourhood of 0

\[ s^* \sim \frac{\alpha^*}{M} \mathbb{E}(\Theta) - \frac{1}{2} \gamma_I \frac{\alpha^*}{M} \mathbb{E}(\Theta^2) + \frac{1}{2} \gamma_I \ln E[\exp(\frac{\gamma_I \alpha^* M}{\Theta})] \]

where \(\alpha^*\) is given by Eq. (15).

Finally, if \(\Phi^* \beta_0 = N\), the bond is reduced to a yearly exchange of flows, conditionally on the occurrence of an event. Hence, each year, agent \(I\) will systematically receive \(s^*\) whereas she will pay \(\alpha^*\) to agent \(B\) if and only if an event occurs. This is quite similar to a swap structure. Moreover, note that \(s^*\) is given by

\[ s^* \sum_{i=1}^{n} \beta_i = \frac{1}{\gamma_I} \ln E[\exp(\Gamma I)] \]

In the particular case when all agents are not very risk averse (\(\Gamma\) small enough), we obtain, with a Taylor expansion with order 2 in the neighbourhood of 0

\[ s^* \sim \frac{\alpha^*}{M} \mathbb{E}(\Theta) - \frac{1}{2} \gamma_I \frac{\alpha^*}{M} \mathbb{E}(\Theta^2) \]

where \(\alpha^*\) is given by Eq. (15).

Note that the interpretation in terms of a swap is also valid for any price \(\Phi^*\). Indeed, as

\[ \Phi^* \beta_0 - N = s^* \sum_{i=1}^{n} \beta_i - \frac{1}{\gamma_I} \ln E \left[ \exp \left( \frac{\alpha^* M}{\Theta} \right) \right] \]

The first term can be seen as a front fee whereas the second represents the swapped flows. The front fee enables the swap initial value to be set to 0.

### 4.2.2. Risk valuation of both agents: An entropy approach.

The pricing rule of the weather bond (14) has a non-linear component with respect to the risk \(\Theta\)

\[ -\frac{1}{\gamma_I} \ln E \left[ \exp \left( \frac{\beta_0}{M} \right) \right] \]

Thanks to the entropy\(^3\) approach, another interpretation may be obtained for this quantity. Indeed, considering a new probability measure \(\mathbb{Q}\), absolutely continuous with respect to \(\mathbb{P}\)

\[ -\frac{1}{\gamma_I} \ln E \left[ \exp \left( \frac{\beta_0}{M} \right) \right] = -\frac{1}{\gamma_I} \ln E_{\mathbb{Q}} \left( \frac{\exp \left( \gamma_I \frac{\alpha^*}{M} \right) d\mathbb{Q}}{d\mathbb{P}} \right) \]

\[ \geq -\frac{1}{\gamma_I} E_{\mathbb{Q}} \left( \frac{\alpha^*}{M} \right) - \ln \frac{d\mathbb{Q}}{d\mathbb{P}} \]

\[ = -E_{\mathbb{Q}} \left( \frac{\alpha^*}{M} \right) + \frac{1}{\gamma_I} E \left[ \frac{d\mathbb{Q}}{d\mathbb{P}} \ln \left( \frac{d\mathbb{Q}}{d\mathbb{P}} \right) \right] \]
Moreover, as $\Theta$ is bounded, a probability measure, $Q_I$, may be defined as

$$
\frac{dQ_I}{dP} = \frac{\exp \left( \gamma_I \frac{\alpha^*}{M} \Theta \right)}{E \left[ \exp (\gamma_I \frac{\alpha^*}{M} \Theta) \right]}
$$

It is optimal for agent $I$ using the entropic criterion in the sense that

$$
-\frac{1}{\gamma_I} \ln E \left[ \exp \left( \gamma_I \frac{\alpha^*}{M} \Theta \right) \right] = -E_{Q_I} \left( \frac{\alpha^*}{M} \Theta \right) + \frac{1}{\gamma_I} E \left[ \frac{dQ_I}{dP} \ln \left( \frac{dQ_I}{dP} \right) \right]
$$

$Q_I$ is different from a risk-neutral measure. It does not play any role in the valuation of the bond’s parameters. But it is an interpretation tool for the assessment of risk by agent $I$, as its density depends on the risk aversion coefficient of the investor and on the random part of its capitalized flows.

Using the same arguments, it is possible to valuate the $\Theta$-exposure of agent $B$

$$
-\frac{1}{\gamma_B} \ln E \left[ \exp \left( -\gamma_B \left( -J^*(\Theta) + \frac{\alpha^*}{M} \Theta \right) \right) \right]
$$

Thus, the probability measure $Q_B$, defined by the following Radon-Nikodym density

$$
\frac{dQ_B}{dP} = \frac{\exp \left( -\gamma_B \left( -J^*(\Theta) + \frac{\alpha^*}{M} \Theta \right) \right)}{E \left[ \exp \left( -\gamma_B \left( -J^*(\Theta) + \frac{\alpha^*}{M} \Theta \right) \right) \right]}
$$

may be introduced. $Q_B$ also corresponds to the probability which minimizes the relative entropy

$$
-\frac{1}{\gamma_B} \ln E \left[ \exp \left( -\gamma_B \left( -J^*(\Theta) + \frac{\alpha^*}{M} \Theta \right) \right) \right] = -E_{Q_B} \left( -J^*(\Theta) + \frac{\alpha^*}{M} \Theta \right) + \frac{1}{\gamma_B} E \left[ \frac{dQ_B}{dP} \ln \left( \frac{dQ_B}{dP} \right) \right]
$$

Moreover, by simply replacing $\alpha^*$ and $J^*$ by their respective value given by (15) and (13), we directly obtain

$$
\frac{dQ_B}{dP} = \frac{dQ_I}{dP}
$$

and the following result

**Proposition 3:** When doing the weather bond transaction, both agents have the same view on the risk $\Theta$ since

$$
Q_B = Q_I
$$  (16)
Hence, their valuation of risk is composed of two terms, which are identical for both of them: the first one correspond to a risk-neutral price whereas the second one is a penalisation. The difference between both agents’ valuation simply lies in the weighting of the penalisation since this weight depends on their risk aversion coefficient.

4.3. Some additional comments

4.3.1. Some remarks on the bank portfolio. As described in the general introduction and in the different sections of this paper, the flows, related to the transaction and capitalized from the moment when they take place to year \( n \), can be written for agent \( B \) as follows

\[
V_B = \pi^* \beta_0 - J^*(\Theta) + \Phi^* \beta_0 - s \sum_{i=1}^{n} \beta_i - N + \frac{\alpha^*}{M} \Theta
\]

Replacing the different parameters by the optimal values, obtained when solving the different optimization programs involving the three agents, the random value of the bank portfolio, denoted as \( V_B \), is given, at the end of the considered period, by the following equation

\[
V_B = \frac{\gamma^*_F \gamma^*_I}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} \Theta + \frac{1}{\gamma^*_B} \ln \mathbb{E} \left( \exp \left( \frac{\gamma^*_I \gamma^*_B}{\gamma_B + \gamma_F} \Theta \right) \right) - \frac{1}{\gamma^*_I} \ln \mathbb{E} \left( \exp \left( \frac{\gamma^*_I \gamma^*_B}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} \Theta \right) \right)
\]

Agent \( B \) is not completely hedged against the risk \( \Theta \) and against the risky flows of the compensation it will have to pay when an event occurs. In this sense, the bank has some speculative behaviour. Its remaining exposition is proportional to the “relative” risk aversion of both agent \( I \) and agent \( F \): i.e. respectively \( \frac{\gamma^*_I}{(\gamma_B + \gamma_I)} \) and \( \frac{\gamma^*_F}{(\gamma_B + \gamma_F)} \). The amounts agent \( B \) has received for both risky parts of the transaction correspond to the second line of the formula. Both of them are non-linear functions of \( \Theta \). In the particular case when all agents are not very risk averse (their respective risk-aversion coefficients are small enough), we obtain, with a Taylor expansion with order 1 in the neighbourhood of 0 (\( \mathbb{P} a.s. \) relation)

\[
V_B \sim \frac{\gamma^*_F \gamma^*_I}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} \Theta + \frac{\gamma^*_F}{\gamma_B + \gamma_F} \mathbb{E} (\Theta) - \frac{\gamma^*_B \gamma^*_F}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} \mathbb{E} (\Theta)
\]

or

\[
V_B \sim \frac{\gamma^*_F \gamma^*_I}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} (\Theta - \mathbb{E} (\Theta))
\]

At the first order, the exposition of the bank is limited to the variations of \( \Theta \) around its historical expected value. A Taylor expansion with order 2 in the neighbourhood of 0 adds
a negative term which depends on the variance of $\Theta$ (P a.s. relation)

$$V_B \sim \frac{Y_B Y_I}{(Y_B + \gamma_F)(Y_B + \gamma_I)}(\Theta - \mathbb{E}(\Theta))$$

$$-\frac{1}{2} \left[ \frac{Y_F}{(Y_B + \gamma_F)(Y_B + \gamma_I)} \right]^2 \left[ \gamma_B^2 + \gamma_I^2 \gamma_B^3 + 3 \gamma_I \gamma_B^2 \right] \mathbb{E}(\Theta^2)$$

4.3.2. Some remarks on the aversion coefficients

4.3.2.1. An asymptotic study of the results. An asymptotic study, when one of the aversion coefficient tends to the infinity or to zero, of the main results of this paper leads to some natural interpretation:

- Asymptotics when $\gamma$ is infinite
  - If $\gamma_B$ tends to the infinity (i.e. the bank is infinitely risk-averse)
    $$J^*(\Theta) \rightarrow 0 \quad \mathbb{P} \text{ a.s.}$$
    $$\pi^* \rightarrow 0$$
    There is no transaction between the bank and the firm. The bank does not want to hedge the firm’s risk. In that case, no weather bond can be issued.
  - If $\gamma_F$ tends to the infinity (i.e. the firm is infinitely risk-averse)
    $$J^*(\Theta) \rightarrow \Theta \quad \mathbb{P} \text{ a.s.}$$
    $$\pi^* \rightarrow \frac{1}{\beta_0 Y_B} \ln \mathbb{E}[\exp(\gamma_B \Theta)]$$
    The firm wants to be covered totally. In this particular case, a weather bond may be issued with the following characteristics
    $$\alpha^* \rightarrow \frac{Y_B}{Y_B + \gamma_I} \frac{M}{\Phi}$$
    $$\Phi \beta_0 \rightarrow s \sum_{i=1}^{n} \beta_i + N - \frac{1}{\gamma_I} \ln \mathbb{E} \left[ \exp \left( \frac{Y_B Y_I}{Y_B + \gamma_I} \Theta \right) \right]$$
    The structure is comparable with that of an insurance relation between the bank and the investor on the risk $\Theta$.
  - If $\gamma_I$ tends to the infinity (i.e. the investor is infinitely risk-averse).
    $$\alpha^* \rightarrow 0$$
    No weather bond can be issued.

- Asymptotics when $\gamma$ is null
  - If $\gamma_B$ tends to 0 (i.e. the bank is risk-neutral in the utility sense)
    $$J^*(\Theta) \rightarrow \Theta \quad \mathbb{P} \text{ a.s.}$$
    The bank accepts to cover the whole risk $\Theta$. No weather bond can be issued as it keeps the risk in its portfolio
    $$\alpha^* \rightarrow 0$$
– If $\gamma_F$ tends to 0 (i.e. the firm is risk-neutral in the utility sense)

$$J^*(\Theta) \to 0 \quad \mathbb{P} \ a.s.$$ 

The firm does not want to hedge its risk $\Theta$. No transaction will take place.

– If $\gamma_I$ tends to zero (i.e. the investor is risk-neutral in the utility sense). A weather bond may be issued with the following characteristics

$$\alpha^* \to \frac{\gamma_F}{\gamma_B + \gamma_F} M$$

and the non-linear “price of risk”

$$- \frac{1}{\gamma_I} \ln \mathbb{E} \left[ \exp \left( \frac{\alpha^*}{M} \Theta \right) \right] \to 0$$

4.3.2.2. Behaviour of the non-linear “price of risk” related to the weather bond. A simple study of the monotonicity of the non-linear “price of risk”, i.e.

$$PR(\gamma_B, \gamma_F, \gamma_I) \triangleq - \frac{1}{\gamma_I} \ln \mathbb{E} \left[ \exp \left( \frac{\alpha^*}{M} \Theta \right) \right]$$

$$= - \frac{1}{\gamma_I} \ln \mathbb{E} \left[ \exp \left( \frac{\gamma_I \gamma_B \gamma_F}{(\gamma_B + \gamma_F) (\gamma_B + \gamma_I)} \Theta \right) \right]$$

with respect to the different risk aversion coefficients leads to the following conclusions

– With respect to $\gamma_B$: $\alpha^*$ is a strictly increasing function of $\gamma_B$ till the level $\sqrt{\gamma_I \gamma_F}$ and a strictly decreasing function of $\gamma_B$ after this threshold. Consequently, as $PR$ is a decreasing function of $\alpha^*$ (in our framework where $\Theta$ takes only positive values), $PR$ is a decreasing function of $\gamma_B$ till the level $\sqrt{\gamma_I \gamma_F}$ and an increasing function of $\gamma_B$ after this threshold.

– With respect to $\gamma_F$: $\alpha^*$ is a strictly decreasing function of $\gamma_F$ till the level $\gamma_B - 1$ and a strictly increasing function of $\gamma_F$ after this threshold. Consequently, as $PR$ is a decreasing function of $\alpha^*$, $PR$ is an increasing function of $\gamma_F$ till the level $\gamma_B - 1$ and a decreasing function of $\gamma_F$ after this threshold.

– With respect to $\gamma_I$: According to the previous interpretation of the probability measure $Q_I$ as the minimal relative entropy measure, the non-linear “price of risk” may be written as

$$PR(\gamma_B, \gamma_F, \gamma_I) = \sup_{Q \ll P} \left\{ -\mathbb{E}_Q \left( \frac{\gamma_B \gamma_F}{(\gamma_B + \gamma_F)(\gamma_B + \gamma_I)} \Theta \right) + \frac{1}{\gamma_I} h(Q/P) \right\}$$

However, the relative entropy of any absolutely continuous measure $Q$ with respect to $\mathbb{P}$ is always negative and as $\Theta$ takes only positive values, the expected value is positive. Moreover, as $\frac{\Theta}{\gamma_I}$ is a strictly decreasing function of $\gamma_I$, this expected value is a decreasing function of $\gamma_I$. Hence, $PR$ is an increasing function of $\gamma_I$. 

4.3.2.3. A VaR interpretation of the aversion coefficients. A standard question when using utility functions is that of quantifying the different risk aversion coefficients. Several criteria may be used to characterise these parameters. Among them, the VaR criterion (Value at Risk) could help the bank (for example) to choose its aversion coefficient $\gamma_B$. The VaR criterion is simply defined as the maximum amount $-A$ ($A < 0$) an agent is ready to lose for a given probability level $\delta$. This limit is imposed on the terminal value $V$ of her portfolio

$$P(V < A) \leq \delta \quad \text{or} \quad P(-V \geq -A) \leq \delta$$

For a given portfolio, $A$ is a function of $\delta$, corresponding to the $\delta$-quantile, also called VaR.

In the particular framework of this study, assuming that the bank imposes a VaR criterion on the terminal value of its portfolio, $V_B$, and given its risk aversion coefficient $\gamma_B$, it is possible to link together the VaR and the $\delta$-quantile of the $\Theta_\delta$-distribution. Indeed, using the expression of $V_B$ obtained in (17), which may simply be rewritten as

$$V_B = \varphi(\gamma_B)\Theta + \psi(\gamma_B)$$

where $\varphi$ and $\psi$ are two deterministic functions of $\gamma_B$, we obtain

$$P(V_B < A) = P\left(\Theta < \frac{A - \psi(\gamma_B)}{\varphi(\gamma_B)}\right) \leq \delta$$

Hence, knowing the distribution function of $\Theta$ leads to the characterisation of $\gamma_B$ using the $\delta$-quantile, $q_\delta^\Theta$, since

$$\frac{A - \psi(\gamma_B)}{\varphi(\gamma_B)} \simeq q_\delta^\Theta \quad (\text{with} \quad = \text{if the } \Theta \text{-distribution is continuous})$$

Note that $q_\delta^\Theta$ only depends on the $\Theta$-distribution and on $\delta$. In particular, $\gamma_B$ does not influence this quantile.

Consequently, if the bank has an idea of its VaR, then it can determine a suitable value for its risk aversion parameter $\gamma_B$.

5. Concluding remarks

The main contribution of our study is to provide a way of completely characterizing a bond whose coupons depend on the occurrence of a weather event. One particularity of our analysis is to explore this transaction as a whole: from the firm which needs a hedge against weather risk to small bondholders. In this framework, given some basic assumptions about the involved agents, we are able to derive simultaneously both the bond price and the amount which is paid back when an event occurs, in a simple fashion. On the other hand, we adopt a static point of view, far from the standard risk-neutral logic, as there is no underlying market. The pricing of the product is not as important as its structuration. Thus,
this study can be extended to more general structured transactions involving several agents and can go far beyond the simple frame of weather derivatives. For example, it can also be useful for bonds and even swaps, whose payments depend on the occurrence of a particular event (weather, catastrophe, credit), as no particular assumptions are required in this article regarding the considered events $\epsilon_i$.

The study developed in this paper is robust to changes in many assumptions. Examples of possible generalisations which do not alter the basic arguments are allowing weather events to be correlated, permitting the potential loss amount $M$ to be random, introducing transaction costs for agent $B$, or initial endowments and portfolios for the different agents, especially for the investor, so that the diversification potential of the weather bond be fully taken into account.

One assumption to which the results may be sensitive is the basic supposition that agents have exponential utilities. This enables us to derive nice expressions for the different parameters of the transaction. However, the extent to which the use of different utility functions, especially power utilities, may modify the results, is actually the subject of further investigation.

Moreover, as discussed before, the methodology we develop in this paper may certainly be useful for the analysis of different types of structured transaction. In particular, allowing the bank to have a strategic behaviour by taking into account its hedging strategy when insuring the firm, or more generally, allowing agents to have more interaction between them, may be an interesting generalisation of this model. This is also a field of research we currently explore.

Appendices: Proof of Proposition 1

\textbf{A.1. Optimality in $J$}

Let $\varepsilon$ be a real number in $[0, 1]$. From now on, we denote as $J^*$ the optimal compensation, as $\pi^*$ the optimal premium and as $J$ any function satisfying the constraint

\[ 0 \leq J(\theta) \leq \theta \quad \forall \theta \in \mathcal{D}(\Theta) \]

Then, if for any $\theta \in \mathcal{D}(\Theta)$, we define

\[ J^*(\theta) = (1 - \varepsilon)J^*(\theta) + \varepsilon J(\theta) = J^*(\theta) + \varepsilon (J(\theta) - J^*(\theta)) \]

If

\[ \hat{U}(\Theta, J^*(\Theta), \pi^*) = -\exp\left[-\gamma_F(J^*(\Theta) - \Theta - \pi^* \beta_0)\right] - \lambda \exp\left[-\gamma_B(\pi^* \beta_0 - J^*(\Theta))\right] \]

We have

\[ \mathbb{E}[\hat{U}(\Theta, J^*(\Theta), \pi^*)] \geq \mathbb{E}[\hat{U}(\Theta, J^*(\Theta), \pi^*)] \]
or, using the concavity of $\hat{U}$

$$
E \left[ \frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \times (J(\Theta) - J^*(\Theta)) \right] \leq 0
$$

with

$$
\frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) = \gamma_F \exp[-\gamma_F (J^*(\Theta) - \Theta - \pi^* \beta_0)] - \lambda \gamma_B \exp[-\gamma_B (\pi^* \beta_0 - J^*(\Theta))]
$$

Hence

$$
E \left[ \mathbf{1}_{(J(\Theta) < \Theta)} \frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \times (J(\Theta) - J^*(\Theta)) \right] + E \left[ \mathbf{1}_{J^*(\Theta) = 0} \frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \times (J(\Theta) - \Theta) \right] + E \left[ \mathbf{1}_{J^*(\Theta) = \Theta} \frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \times (J(\Theta) - \Theta) \right] \leq 0
$$

Consequently, we need to study the sign of $\frac{\partial \hat{U}}{\partial J} (J^*(\Theta))$ on three disjoint sets:

- On the set $\{0 < J^*(\Theta) < \Theta\}$, we can choose enough functions $J$ to make the sign of $J(\Theta) - J^*(\Theta)$ vary as much as we wish. We can also choose $J$ so that, on the boundaries, when $J^*(\Theta) = 0$, $\mathbb{P}$ a.s., $J(\Theta) = 0$, $\mathbb{P}$ a.s., and when $J^*(\Theta) = \Theta$, $\mathbb{P}$ a.s., $J(\Theta) = \Theta$, $\mathbb{P}$ a.s.. Thus we deduce that, on this set, the derivative is null on average and this can be satisfied only if

$$
\frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) = 0 \quad \mathbb{P} \text{ a.s.}
$$

- On the set $\{J^*(\Theta) = 0\}$, as $J(\Theta)$ is positive $\mathbb{P}$ a.s. by assumption, we deduce that, on this set, the derivative is negative on average and this can be satisfied only if

$$
\frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \leq 0 \quad \mathbb{P} \text{ a.s.}
$$

- Finally, on the set $\{J^*(\Theta) = \Theta\}$, as $(J(\Theta) - \Theta)$ is negative $\mathbb{P}$ a.s. by assumption, we deduce that, on this set, the derivative is positive on average and this can be satisfied only if

$$
\frac{\partial \hat{U}}{\partial J} (J^*(\Theta)) \geq 0 \quad \mathbb{P} \text{ a.s.}
$$
A.2. Optimality in $\pi$

Let $\varepsilon$ a real number in $[0, 1]$. From now on, we denote as $\pi^*$ the optimal premium, as $J^*$ the optimal compensation and as $\pi$ any other function.

Then, if for any $\theta \in \mathcal{D}(\Theta)$, we define

$$\pi^\varepsilon = (1 - \varepsilon) \times \pi^* + \varepsilon \times \pi = \pi^* + \varepsilon (\pi - \pi^*)$$

we have

$$E[\hat{U}(\Theta, J^* (\Theta), \pi^*)] \geq E[\hat{U}(\Theta, J^* (\Theta), \pi^\varepsilon)]$$

or

$$E\left[\frac{\partial \hat{U}}{\partial \pi}(\pi^*) \times (\pi - \pi^*)\right] \leq 0$$

with

$$\frac{\partial \hat{U}}{\partial \pi}(\pi^*) = \gamma_F \beta_0 \exp[-\gamma_F (J^* (\Theta) - \Theta - \pi^* \beta_0)] - \lambda \gamma_B \beta_0 \exp[-\gamma_B (\pi^* \beta_0 - J^*(\Theta))]$$

Thus we can choose enough functions $\pi$ to make the sign of $\pi - \pi^*$ vary. So, we deduce that the derivative is null on average

$$E\left[\frac{\partial \hat{U}}{\partial \pi}(\pi^*)\right] = 0$$

A.3. Particular case of exponential utilities

In the particular framework of this article, i.e. exponential utilities, the conditions, previously obtained, can be written as:

- The first order conditions are:
  If $0 < J^*(\Theta) < \Theta$, $\mathbb{P}$ a.s., then

$$\gamma_F \exp[-\gamma_F (J^*(\Theta) - \Theta - \pi^* \beta_0)] - \lambda \gamma_B \exp[-\gamma_B (\pi^* \beta_0 - J^*(\Theta))] = 0 \quad \mathbb{P} \ a.s.$$  
  and

$$E\left[\gamma_F \exp[-\gamma_F (J^*(\Theta) - \Theta - \pi^* \beta_0)] - \lambda \gamma_B \exp[-\gamma_B (\pi^* \beta_0 - J^*(\Theta))]\right] = 0$$

- The boundary conditions are:
  If $J^*(\Theta) = 0$, $\mathbb{P}$ a.s., then

$$\gamma_F \exp[\gamma_F (\Theta + \pi^* \beta_0)] - \lambda \gamma_B \exp[-\gamma_B (\pi^* \beta_0)] \leq 0 \quad \mathbb{P} \ a.s.$$. 
If \( J^*(\Theta) = \Theta, \mathbb{P} \ a.s. \), then
\[
\gamma_F \exp[\gamma_F (\pi^* \beta_0)] - \lambda \gamma_B \exp[-\gamma_B (\pi^* \beta_0 - \Theta)] \geq 0 \quad \mathbb{P} \ a.s.
\]

We can notice that the second first order condition is redundant with the first one. This comes from the very particular form of exponential utilities. \( \square \)

### A.4. Optimality verification

In this paragraph, we use the notations \( U_F \) and \( U_B \) to have more concise expressions. So, it is necessary to check that the solution of this program is an optimum, or equivalently to prove that
\[
\mathbb{E} [U_F (J(\Theta) - \Theta - \pi \beta_0) - U_F (J^*(\Theta) - \Theta - \pi^* \beta_0)] \leq 0
\]

or, by introducing the constraint with the Lagrange multiplier coefficient in order to use the first-order conditions
\[
\mathbb{E} \left[ \begin{array}{c}
U_F (J(\Theta) - \Theta - \pi \beta_0) - U_F (J^*(\Theta) - \Theta - \pi^* \beta_0) \\
+ \lambda [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))] \\
- \lambda [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))]
\end{array} \right] \leq 0
\]

However, as agent \( B \)'s constraint is satisfied
\[
\mathbb{E} [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))] \geq 0
\]

and
\[
-\lambda \mathbb{E} [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))] \leq 0
\]

Moreover, using the concavity of the utility functions
\[
\mathbb{E} \left[ \begin{array}{c}
U_F (J(\Theta) - \Theta - \pi \beta_0) - U_F (J^*(\Theta) - \Theta - \pi^* \beta_0) \\
+ \lambda [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))] \\
- \lambda [U_B (\pi \beta_0 - J(\Theta)) - U_B (\pi^* \beta_0 - J^*(\Theta))]
\end{array} \right] \leq \mathbb{E} \left[ (J(\Theta) - J^*(\Theta)) + \pi^* \beta_0 - \pi \beta_0 \right] \begin{array}{c}
U_F'(J^*(\Theta) - \Theta - \pi^* \beta_0) \\
- \lambda U_B'(\pi^* \beta_0 - J^*(\Theta))
\end{array} \right] \quad (18)
\]

Three cases have to be studied separately

1. If \( 0 < J^*(\Theta) < \Theta \) \( \mathbb{P} \ a.s. \), condition (7) gives
\[
U_F'(J^*(\Theta) - \Theta - \pi^* \beta_0) - \lambda U_B'(\pi^* \beta_0 - J^*(\Theta)) = 0 \quad \mathbb{P} \ a.s.
\]
and
\[
\mathbb{E} \left[ (J(\Theta) - J^*(\Theta) + \pi^* \beta_0 - \pi \beta_0) \left\{ \frac{U'(J^*(\Theta) - \Theta - \pi^* \beta_0)}{\pi} - \frac{U'(\pi^* \beta_0 - J^*(\Theta))}{\pi} \right\} \right] = 0
\]

Hence the result (using Eq. (18)).

2. If \( J^*(\Theta) = 0 \) \( \mathbb{P} \) a.s., condition (8) gives
\[
U'(J^*(\Theta) - \Theta - \pi^* \beta_0) - \lambda U'(\pi^* \beta_0 - J^*(\Theta)) \leq 0 \quad \mathbb{P} \text{ a.s.}
\]

and
\[
\mathbb{E} \left[ (J(\Theta) - J^*(\Theta) + \pi^* \beta_0 - \pi \beta_0) \left\{ \frac{U'(J^*(\Theta) - \Theta - \pi^* \beta_0)}{\pi} - \frac{U'(\pi^* \beta_0 - J^*(\Theta))}{\pi} \right\} \right] \leq 0
\]

Hence the result (using Eq. (18)).

3. If \( J^*(\Theta) = \Theta \) \( \mathbb{P} \) a.s., condition (9) gives
\[
U'(J^*(\Theta) - \Theta - \pi^* \beta_0) - \lambda U'(\pi^* \beta_0 - J^*(\Theta)) \geq 0 \quad \mathbb{P} \text{ a.s.}
\]

and
\[
\mathbb{E} \left[ (J(\Theta) - J^*(\Theta) + \pi^* \beta_0 - \pi \beta_0) \left\{ \frac{U'(J^*(\Theta) - \Theta - \pi^* \beta_0)}{\pi} - \frac{U'(\pi^* \beta_0 - J^*(\Theta))}{\pi} \right\} \right] \leq 0
\]

Hence the result (using Eq. (18)).

Hence, the solution is an optimum for the program (\( \hat{P} \)).
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Notes

1. This remark is due to the constructive comments of one anonymous referee on this particular fact.
2. Note that it may also be considered also as the sequence of flows related to an hypothetical non-risky bond with coupon \( s \) and principal \( N \) and whose price is given by \( \Phi \).
3. If the probability measure \( \nu \) is absolutely continuous with respect to \( \mathbb{P} \),
\[
h(\nu/\mathbb{P}) = \mathbb{E} \left[ \frac{d\nu}{d\mathbb{P}} \ln \left( \frac{d\nu}{d\mathbb{P}} \right) \right]
\]
is the relative entropy of $\nu$ with respect to $\mathbb{P}$, otherwise

$$h(\nu/\mathbb{P}) = +\infty.$$ 

4. Note that this assumption may be weakened and replaced by an integrability criterion on $\exp(\gamma \mathbb{E}^\mathbb{P}_T \Theta)$.
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